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Agnostic Learning (Kearns et al., 1994)

Problem Characterization

@ Link between descriptions x € X and their categories y € Y =[1, C]

@ Existence of a random pair (X, Y) taking values in Z = X x Y, distributed
according to a probability measure P

@ The joint distribution of (X, Y) is unknown.

What is available
Q Z, = ((Xi, Yi))i<i<cm' m-sample made up of independent copies of (X, Y)

@ For k €1, C], Gk: class of functions from X" into [—-Mg, Mg] with Mg > 1

which is a uniform Glivenko-Cantelli class

Y. Guermeur (LORIA) WSOM+ 2017 June 30, 2017

3/37



Uniform Glivenko-Cantelli class

Definition 1 (Dudley et al., 1991)

Let (T, A7) be a measurable space and let T be a random variable with values in
T, distributed according to a probability measure Pt on (T, Ay). For n € N*, Jet
Ty = (Ti)lgign be an n-sample made up of independent copies of T. Let F be a

class of measurable functions on 7. Then F is a uniform Glivenko-Cantelli class if
for every € € RY,

n— 00 Pt '>nfeF

lim sup P (sup sup |Erwpy, [f(T')] = Erep, [f( )]‘ > 6) =0,

where P denotes the infinite product measure P$° and Pt , denotes the empirical
measure supported on T .
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Margin Classifier

Pattern Classification
© G =I5, G: class of functions g = (8k)1<k<cr from X into [-Mg, Mqg]©
@ Decision rule dr: operator from G into (Y {*})X mapping g to drg

}argmaxlgkgc gk(x){ =1=drg(x) = argmax; k< c gx(x)

Vg e G,Vxe X,
{}argmaxlgkgc gk(x)| > 1 = drg(x) = =

where |-| returns the cardinality of its argument and * stands for a dummy
category

Function Selection
Minimization over G of the risk L(g) =Ez.p [ll{d,g(x)#y}] =P(drg (X)#Y)
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Margin
Definition 2 (Class of functions Fg)

Let G be the class of functions computed by a margin multi-category classifier.
For every g € G, the function fy from X x [1, C] into [-Mg, Mg] is defined by:

V(x,k) e X x[1,C], fo(x, k)= % (gk (x) — r&agg,(x)) .

Then, the class Fg is defined as follows: Fg = {fy : g € G}.

Definition 3 (Margin)

Let g be a function computed by a margin multi-category classifier. The margin
of g on (x,y) is defined as fy (x,y).

© L(g) =Ez-r [lir2)<0)]
@ The margin bears useful information on the generalization performance.
@ lts exploitation calls for the implementation of a scale-sensitive approach.
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Margin Risks

Definition 4 (Margin loss functions)

A class of margin loss functions ¢, parameterized by v € (0,1] is a class of
nonincreasing functions from R into [0, 1] satisfying:

Q@ V7 €(0,1], ¢,(0)=1A0,(y)=0;
@ V(1,7) € (0,1, <+ =Vt e (0,7), ¢y(t) < dy(t).

Definition 5 (Margin risk)

Let G be the class of functions computed by a margin multi-category classifier and
¢~ a margin loss function. The risk with margin v of g € G is defined as:

Ly (g) =Ez~p[py o fe (2)].

L, m(g) designates the corresponding empirical risk, measured on Z»,.
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Guaranteed Risks

Definition 6 (Piecewise-linear squashing function 7.,)

For v € (0, 1], the piecewise-linear squashing function ., is defined by:

Vt e R, 7, (t) = tlgecoq)) + 7>y}

Definition 7 (Class of functions Fg )

Let G be the class of functions computed by a margin multi-category classifier.
Vv € (0,1], the class Fg ., is defined as follows: Fg = {fyy =70 f; : g€ G}

Theorem 1 (Guaranteed risk)
Let G be the class of functions computed by a margin multi-category classifier.

Let v € (0,1] and & € (0,1). With P™-probability at least 1 — 4,

:lég (L(g) - L’va (g)) < F(Cv m, 7, 57d(]:g,7))

where d (Fg ) is a scale-sensitive measure of the capacity of Fg ..

4
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© Scale-Sensitive Capacity Measures
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Rademacher Complexity

Definition 8 (Rademacher complexity)

Let F be a class of real-valued functions on T. Forn € N*, let T, = (Ti),¢;<,
be a sequence of n i.i.d. random variables taking values in T and let

on = (0i)1<;<, be a Rademacher sequence. The empirical Rademacher
complexity of F given T, is

R, (F) =Eg, lsup Za,

fer n

The Rademacher complexity of F is

" 1<
R, (F) =Er, [Rn (}—)] =E1,0, lfgg;;dif(ﬂ)] :
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Covering Numbers

Figure : e-net and e-cover of a set £ in a pseudo-metric space (&, p)

Definition 9 (Covering numbers, Kolmogorov and Tihomirov, 1961)

N (e,&’, p): minimal number of open balls of radius € needed to cover &' (or +o00)
Nt (e, & p): the e-nets considered are included in £’ (proper to £’)
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Packing Numbers

Definition 10 (Packing numbers, Kolmogorov and Tihomirov, 1961)

Let (€, p) be a pseudo-metric space and € € RY.. A set &' C & is e-separated if, for
any distinct points e and €' in &', p (e, €') > e. The e-packing number of " C &,
M (e,E",p), is the maximal cardinality of an e-separated subset of £”, if such
maximum exists. Otherwise, the e-packing number of £ is defined to be infinite.

v

Lemma 1 (After Theorem IV in Kolmogorov and Tihomirov, 1961)

Let (€, p) be a pseudo-metric space. For every totally bounded set &' C £ and
e e Ry,

N (e,€',p) < M(e,€',p) SN (5,€,p).
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Fat-Shattering Dimension

Definition 11 (Fat-shattering dimension, Kearns and Schapire, 1994)

Let F be a class of real-valued functions on T. Fory € R* ,

sro={t;: 1< i< n} CT issaid to be y-shattered by F if there is a vector
b, = (bi)lgign € R" such that, for every vector s, = (Si)1<i<n € {—1,1}", there
is a function f,, € F satisfying

Vi e [[l,n]], S,'(fin (t,') = b,) = 7.

The fat-shattering dimension with margin ~ of the class F, v-dim (F), is the
maximal cardinality of a subset of T ~y-shattered by F, if such maximum exists.
Otherwise, F is said to have infinite fat-shattering dimension with margin ~.
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Empirical Pseudo-metrics
Definition 12 (Pseudo-distance d,,)

Let F be a class of real-valued functions on T and t, = (t;);<;c, € T". Then,

Vp € [1,400),V (£, F) € F2, dpu, (F, ') = (L0, |F (1) — F' (8:)[F)?
V(f, f/) S ]:2, doo,t,, (f, f/) = maxigi<n |f(t,) = i (t,')|

Definition 13 (Uniform covering and packing numbers)

Let F be a class of real-valued functions on T and F C F. Forp € [1,+00],
€ € R} and n € N*, the uniform covering number N, (¢, F, n) and the uniform
packing number M, (e, F, n) are defined as follows:

N, (e,]:"_, n) = sup, e N (e,]:',_d,LtH)
M, (e,]:, n) = sup; c70 M (e,.F, dp,t")

Accordingly,

int T int T
N (e, Fon) = sup N'™ (e, F,dpy,) -
t,€T"
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Transitions Between Capacity Measures

” Complete” Pathway

R(f) chaining N:,nt (6, ./__.7 n) §> Mp (6,]:, n) Sauer-Shelah lemma 'y—dim (]__)

" Partial” Pathways
Depend on the choice of the norm, the classifier. . .
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© State-of-the-Art Guaranteed Risks
@ Guaranteed Risk Based on the [..-norm
@ Guaranteed Risk Based on the Ly-norm
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Guaranteed Risk Based on the L,,-norm

Margin Loss Function
Vy € (07 1] , Vt e R, Qﬁoo,,y(t) = ]1{t<'y}

Basic Supremum Inequality

Theorem 2 (After Theorem 22 in Guermeur, 2007)

Let G be the class of functions computed by a margin multi-category classifier.
Let v € (0,1] and § € (0,1). With P™-probability at least 1 — 4,

sup (L(g) ~ Ly nle)) < \/ = (n (v (G 7o2m)) +10 (3) ) + 7
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Guaranteed Risk Based on the L,,-norm
Decomposition Lemma

Lemma 2 (Lemma 1 in Guermeur, 2017)

Let G be the class of functions computed by a margin multi-category classifier.
Then for v € (0,1], e € R}, m € N* and z,, = ((xi, ¥i))1<icm € 27,

Vp e [1,+o0], Nt (e, Fg: 4 pzm HNmt( Pe, gkvdp,xm) )

where xm = (Xi)1< i<

i<m-

Generalized Sauer-Shelah Lemma

Lemma 3 (After Lemma 3.5 in Alon et al., 1997)

Let F be a class of functions from T into [-Mx, Mz]. Fore € (0, Mz], let
d(€) = e-dim (F). Then for € € (0,2Mx] and n € N*,

2 (0255
Moo(e,f,n)<2(16’€w—2f”> )]
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Guaranteed Risk Based on the L,,-norm

Theorem 3 (Theorem 3 in Guermeur, 2017)
Let G be the class of functions computed by a margin multi-category classifier.

For e € (0, Mg], let d (¢) = maxick<c e-dim(Gx). Let v € (0,1] and ¢ € (0,1).
With P™-probability at least 1 — ¢,

sup (L(8) ~ Ly n(8) < \/ 2 (3ca () (”iM) Tin (;)) =
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Guaranteed Risk Based on the L>-norm

Margin Loss Function
t
Yy € (0, 1], vVt € R, (2527,y (t) = ]l{tgo} + <1 — ;) ]l{tG(O,'y]}'

Basic Supremum Inequality

Theorem 4 (After Theorem 8.1 in Mohri et al., 2012)

Let G be the class of functions computed by a margin multi-category classifier.
Let v € (0,1] and 6 € (0,1). With P™-probability at least 1 — 0,

up (L (&) = Ly (&)) < 2R (Foy) + 1 3
e A v,m \'y m\/"G,y Dim
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Guaranteed Risk Based on the L>-norm

Decomposition Lemma

Lemma 4 (Kuznetsov et al., 2014)

Let G be the class of functions computed by a margin multi-category classifier.
For v € (0,1],

C
Rim (]:gﬁ) < CRm (U gk) .
k=1

Theorem 5 (After Theorem 3 in Kuznetsov et al., 2014)

Let G be the class of functions computed by a margin multi-category classifier.
Let v € (0,1] and & € (0,1). With P™-probability at least 1 — 4,

€ 1
s0p (Ly (8) = Ly (8)) < %Rm (U gk> VLIG]

2m

V.
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@ Dimension-Free Generalized Sauer-Shelah Lemmas
@ State of the Art
@ [,-norm Sauer-Shelah Lemma
@ [>-norm Sauer-Shelah Lemma
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State-of-the-Art L,-norm Sauer-Shelah Lemma

Theorem 6 (After Theorem 3.2 in Mendelson, 2002)

Let F be a class of functions from T into [-Mx, Mx]. Fore € (0, Mx], let
d(€) = e-dim(F). Then for e € (0,2Mx] and n € N*,

€

Vp € [1,400), In(My (e, F,m) < K, -d (5] In? (2 : d(%)) |

where K, is a constant depending only on p.
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Main Lemmas in the Proof

Probabilistic Extraction Result

Lemma 5 (After Lemma 3.1 in Mendelson, 2002)

Let F be a class of functions from T into [Mz_, Mzy]. For n € N¥,
ty = (ti)i1cicn € T", p € [1,+00) and € € [0, M, — Mz_], assume that
M (e, F,dpy+,) > 1. Then there exists a subvector tq of t, of size q satisfying

g< K, (M)p In (M (e, F, dys,)) such that

M (6, F,dps,) S M (5, F, dbety)

where K, is a constant depending only on p.

Sauer-Shelah Lemma of Alon and co-authors (Lemma 3)
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State-of-the-Art Ly-norm Sauer-Shelah Lemma
Lemma 6 (After Theorem 1 in Mendelson and Vershynin, 2003)

Let F be a class of functions from T into [-Mx, Mz]. Fore € (0, Mz], let
d (€) = e-dim (F). Then for ¢ € (0,2Mz] and n € N*,

Vil (K (2/\6/l;>5>4d(9%)

where K = 3584e.

Lemma 7

Let G be the class of functions computed by a margin multi-category classifier.
Then, for e € (0,7],

. 14Mgv/C
In (N2 (¢, Fg.,, m)) < 20Cd (96;?> In ( eg )

where d (€) = maxick<c €-dim (G).

y
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Key Lemma in the Proof

Probabilistic Extraction Result
Lemma 8 (After Lemma 13 in Mendelson and Vershynin, 2003)

Let T ={tj: 1<i< n} be a finite set and t, = (t;),<;c, Let F be a finite
class of functions from T into [—Mz, Mz]. Assume that for some e € (0,2Mx],
F is e-separated with respect to the pseudo-metric dyy,. If r € [1,n] is such that
| F| < exp (Kere*) with
- 3
T 112(2ME)Y

then there exists a subvector tq of t, of size q < r such that F is 5-separated
with respect to the pseudo-metric da .
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L,-norm Sauer-Shelah Lemma

Lemma 9 (Lemma 2 in Guermeur, 2017)

Let F be a class of functions from T into [-Mz, Mz]. For e € (0, Mx], let
d(€) = e-dim (F). Then for € € (0,2Mx] and n € N*,

3 €

2p+1\ 2Ke(P)d(35)
Vp € [1,+00), M, (e F,n) < 4K(P)+1 (6272eKE (p) (QM]_.) )

where K. (p) = log, (“%VH—D.

A logarithmic factor is gained compared to Mendelson’s lemma (Theorem 6).
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Key Lemmas in the Proof

Main Combinatorial Result

Lemma 10 (Lp—norm extension of Lemma 8 in Bartlett and Long,
1995)

Let T ={t;: 1 < i< n} be a finite set and t, = (ti),¢;<,- Let F be a class of
functions from T into S = {2/\/7;% 0K < N} with Mz € R and
N € N\[0,3]. Foree (=, 2Mx]|, let d = (§ — 3= ) -dim (F). Then

e(N - 1)n>'ogz<f~p+21)d_

Vp € [1,4+00), M (e F,dpy,) <2 [N”“] ( .

Probabilistic Extraction Result
L,-norm extension of Lemma 13 in Mendelson and Vershynin (2003)
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L>-norm Sauer-Shelah Lemma

Lemma 11

Let G be the class of functions computed by a margin multi-category classifier.
Then for € € (0,7],

K (2Mg)* 2 C3d (192€\FC)

In (M2 (€, Fg.y, m)) < 3Cd (1i6> n’

€d

where d (€) = maxi<k<c e-dim (Gy) and K = 143390,

Idea: Use the Ly-norm to get a dimension-free result and the L,,-norm to
optimize the dependency on C (get the best of two worlds)
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e Upper Bounding the Rademacher Complexity
o Chaining Method
@ Polynomial Growth of the y-dimension
@ Multi-class Support Vector Machines
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Chaining Method

Theorem 7 (Dudley’s metric entropy bound)

Let F be a class of bounded real-valued functions on T. For n € N*, et
ty = (ti)1<ic, € T" and let diam (F) = sup(s pycr2 o, (f, f'). Let h be a
positive and decreasing function on N such that h(0) > diam (F). Then for

N € N*,

N int 2
Ra(F) < ”(N)“Z(hUHhU—l))\/'”(N (h(), F, das,))

3 n
Jj=1
and ) -
5-diam(F i
A 2 In(Nint (e, F, dt
A(F) <2 | \/ WP 7, de)) g
0 n
y
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Polynomial Growth of the y-dimension

Hypothesis 1

We consider margin multi-category classifiers for which there exists a pair
(dg,Kg) € (Ri})2 such that

Ve € (0, Mg], I = -dim (Gy) < Kge™%.

Classifier | dg Reference
MLP 4 (Bartlett, 1998)

M-SVM | 2 | (Bartlett and Shawe-Taylor, 1999)
LvQ ?

Table : Characterization of y-dimensions
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Bound Based on the Lemma of Mendelson and Vershynin

Theorem 8 (Theorem 7 in Guermeur, 2017)
Let G be a class of functions satisfying Hypothesis 1 and ~ € (0, 1].

dg Bound on Ry, (Fg,)
TG 596d9K dg+2
<2 Wi ¢ {VnFO) + \fawttey )
CZ 5K, m 14Mg+/m
2 1= + 1152422 C [ logy (2) ] \/m (%)
>2 [ WC ()% (1+8<1+2d92—2) ~% /5 96% Kg \/m (e (2) g))
where
2mdg
2
F(C)=2 (14/\4@\/?)
gl
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Bound Based on the New L[y-norm Lemma

Theorem 9

Let G be a class of functions satisfying Hypothesis 1 and v € (0,1]. Then

with

Rm (]:g,’)’) < K(Mg,’77 dg) F(m7 C)
dg F(m,C) F(m,C)
(Guermeur, 2017 ) Present study
L*Z
VClIn(C)
<2 \/ N
2 %) \/C In(Cm) In(m)
1m fﬁ
C\dg m Clin(Cm
>2 | VC(£)% \/in(2) A—Zmdlg
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Rademacher Complexity of a Linear Separator

Theorem 10 (Theorem 4.3 in Mohri et al., 2012)
Let H = {x — w - x} with ||x|| < A« and ||w|| < A,,. Then,

AwA,

R (1) < 72
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Covering Numbers of a Linear Separator

Theorem 11 (Theorem 4 in Zhang, 2002)
Let H = {x — w - x} with ||x|| < A« and ||w|| < Ay. Then,

2
n (N2 (e, M, m)) <36 <AWAX> In (2 PAWAX —1—2—‘ m+ 1) :
€ €
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Conclusions and Ongoing Research

Conclusions

@ The control terms of our guaranteed risks grow sublinearly with C.

@ An optimal trade-off between this dependency and the convergence rate is to
be looked for.

Ongoing research

@ Application to LVQ
@ Derivation of lower bounds

© Characterization of the phase transitions
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